Multi-Domain Security and its Impact on Network Centric Operations
Abstract

The effectiveness of Network Centric Operations (NCO) as a transformational warfighting capability cannot be adequately assessed solely as a function of advances in information technologies (IT).  Increased IT processing speeds for collection, analysis, and distribution of Intelligence, Surveillance, and Reconnaissance (ISR), may be creating more barriers to the correct identification of evolving situations, responses and actions to achieve mission effectiveness. This work presents a methodology for harnessing selected kinetic and non-kinetic related advancements and their contribution to the desired strategic, operational, and tactical effects in network centric operations environments.  It advocates taking a phased, contextual and technical approach to developing technologies and processes.   

A review of the joint capabilities requirement process may indicate that these capabilities are not keeping pace with the changing nature of asymmetric threats and combat.  Assuming that this is the case, this paper proposes some ways to close the time lag from capabilities identification, concept of operations (CONOPs) development, to capabilities demonstration, experimentation, development and limited deployment.  In addition to war gaming, creating and maintaining robust virtual, constructive, and sometimes live demonstration and experimental environments provide the best opportunities and venues to make cost, schedule, and performance tradeoff capability requirements assessments.

Identifying technical challenges and accomplishing a variety of technical breakthroughs is essential to providing viable alternate paths for the development of a variety of technical options.  In addition to Multi-Level Security (MLS), this paper introduces the concept of Multi Domain Security (MDS).  Both are becoming a complex challenge/barrier to the successful planning and execution of non-kinetic effects. This paper offers approaches to managing the risks associated with MLS and MDS.

While the DoD develops hundreds to thousands of projects and programs for an array of capabilities for known or conceivable capability requirements, no single capability or selected few are the 80% solution set for the complexity of modern asymmetric warfighting environments.  This paper proposes that large-scale asymmetric challenges we face be met with large-scale demonstrations and experimentations.  The major component to this strategy is the full employment of the Diamond Matrix program as part of multi-phased series of demonstrations, large-scale experiments, and exercises.

Diamond Matrix maximizes the development of network centric operations, the integration of white and black world capabilities, both kinetic and non-kinetic, in a multi level operational security environment. 

Northrop Grumman, in partnership with the United States Air Force and other industry players, is developing an environment that supports and underpins current and emerging military concepts of operations (CONOPS), capabilities and architectures.  Diamond Matrix supports the maturation of NCO in the following ways:  

1. Facilitates the development of integrated solutions through access to compartmented capabilities

2. Applies constructive, virtual, and live environments for kinetic and non-kinetic architectures, capabilities and effects across the kill chain

3. Enables warfighter, intelligence, acquisition community collaboration

4. Provides a full spectrum concept exploration and development, assessments, training, mission rehearsal, and real world operations
History

MILS

The first iterations of Multiple Security Domains (MSD) within a single system consisted of Multiple Independent Layers of Security (MILS).  Within a true MILS environment, each layer comprises a single security domain and a complete network.  This is expensive in terms of hardware/software, and time consuming, as information between domains was manually adjusted.  

MLS

MILS gave way to Multi-Layer Security (MLS), where previously independent systems were linked through guards.  These guards are specialized, application layer firewalls.  Most are based on a trusted operating system, typically Trusted Solaris, but others do exist.  They enforce security through Mandatory Access Control (MAC)

Within guards, information modification and reduction may occur.  Initially, this reduction consisted of word or document removal based on a “dirty word” list.  This list included items such as security markers, including classified or Top Secret, project names, or other obvious triggers.  As MLS matured, so too did guard capabilities.  More complicated filtering and adjustments enhanced MLS capabilities, including tactical “bit-flipping” operations, word distance vectoring, and document similarity comparisons.  

Problems still exist within the MLS arena.  With the move towards Commercial Off-The-Shelf (COTS) software within the government and away from custom software, MLS issues became more apparent.  Recent vulnerabilities within MLS guards reminded customers of the risks with associating Sensitive But Unclassified (SBU), Confidential (Conf), Secret (Sec), and Top Secret SCI systems. 
CDS

In an attempt to mitigate these risks, the NSA’s Secret and below initiative (SABI) adjusted certification requirements and limited use. This idea was later rebranded with the Cross Domain Security (CDS) moniker, where communications only occur between Secret and SBU/Unclassified systems.  However, under CDS, greater interoperability takes place, with visions of real-time communication and information exchange across multiple protocols and services considered unacceptable to the risk adverse.  
MDS

Multi-Domain Security (MDS) is the next stage in communication between networks of various security classifications.  MDS builds on the larger service support offered through CDS, and adds higher classification.  This includes several Public, DoD and Government networks, such as the Public Switched Telephone Network (PSTN), Non-classified Internet Protocol Routing Network (NIPRNet), Secure IP Routing Network (SIPRNet), Secure Wide Area Network (SWAN), Joint Tactical Radio System (JTRS), and compartments from compartmentalized networks in all organizations and agencies.  The NSA’s Global Information Grid (GIG)
 aims at implementing a MDS system.  
So why is MDS important?  Current customers feel hampered in accessing to information due to network connectivity, or a lack thereof.  Customers use common unclassified tools, such as portions of the Internet, Google type search access, and weblog (blog) information for analysis and problem diagnosis outside of their jobs. These services are unavailable within many secured networks; sometimes, this is with good reason.  Recent presentations and publications point to vulnerabilities within these unclassified tools and networks.  Cross-site scripting, IP stack problems, Cisco IOS vulnerabilities, and Google hacking are just a few of the risks associated with multiple network connectivity.  However, the customers cannot complete or are frustrated by the simple operations that take hours and complicate their jobs.  Educated users and some safeguards may alleviate many of the obvious concerns, but the fact remains information access for anyone poses risk.
Need to Share
The idea behind MDS could generally satisfy customers and the overall “Need to Share” initiative.  The “Need to Share” rose out of the war on terror and the necessity for governmental agency cooperation.  The sharing requirements require data filtering currently available through guards, and data redaction, where the removal of specific information pieces lowers the classification level of a reply.  One possibility compares information from all the cooperating networks against knowledge bases at lower classification levels for determination of data currently available at the lower level.  Other solutions are under research.    

Current Implementations

Operating Systems

Trusted Solaris – Sun Microsystems created the first commercially viable, MLS based Operating System (OS).  Sun based this product on their Solaris 2.5.1 OS, and dubbed it Trusted Solaris.  It was originally tested against the Trusted Computer System Evaluation Criteria (TCSEC), commonly referred to as the Orange Book, at a trust level of B2.
  In its latest incarnation, Sun submitted Trusted Solaris 8 (actually 2.8) to a Common Criteria (CC) evaluation.  These evaluations test products against standard expectations of purpose, Protection Profiles (PP), and supply an associated Evaluation Assurance Level (EAL).   Trusted Solaris’ use of Labeled Security (LS), Role Based Access Control (RBAC), Controlled Access (CA), Trusted Desktop and Trusted Networking were tested and certified to EAL 4+.  An EAL level of 4 or higher indicates the product’s successful formal testing, rigorous software engineering practices used in its creation, and formal flow modeling.
 As a certified, operational, commercial environment, most solutions in the Multi Secure space are based on Trusted Solaris.

SE Linux – In the early 1990’s the NSA recognized the importance of the Linux OS, and the potential advantages an open source project could provide.  Thus began Security Enhanced Linux (SE Linux).
  The design of SE Linux differed from that of Trusted Solaris.  SE Linux created containers on top of the Linux kernel with separate memory space, hard drive partitions, and other information leakage controls.  Within each container, access privileges and security rights may be assigned.  The kernel handled policy, controlling communication permissions between containers and resource access.  This design provided advantages, including the ability to run multiple “OSes” within these containers; although each OS initially required a consistent Linux build.  SE Linux has not been certified for use in any Multi Secure space.
Solaris 10 – Recognizing the virtualization trend and following in the SE Linux vein, Sun implemented a similar container product in their latest OS release.  This product is not a “Trusted” release yet, with historically more than a 2 year lag between initial product release and final CC evaluation.
  However, the overlap between certification and the latest control techniques may benefit the Multi Secure community.  The new Solaris 10 product is arguably more secure, and definitely more usable, than its trusted counterpart.  The open source Linux certification issues should no longer prohibit container technology’s entrance into the domain.
Cross Domain Solutions

Radiant Mercury – The stalwart of the Multi Secure space, Lockheed Martin’s Radiant Mercury product guards multiple networks of various classification levels (10 total as of 2004), and sanitizes/downgrades formatted data.  Several agencies certified RM for use within environments from SCI to GENSER, including the NSA, CIA, NRO, and DIA.
ISSE Guard – Developed by the Air Force Rome Labs, the Information Support Server Environment (ISSE) Star Guard provides several proxy services between lower and upper security levels.
  These services include mail, XML, and USMTF, but require a specialized interface for the transfers and downgrades.  Message formatting is of the utmost importance within the Star Guard, as input is parsed according to the format, then modified via rules.  If a message does not meet the formatting requirements, it is queued for human manual review.
TNE – General Dynamics’ Trusted Network Environment (TNE) provides a complete end-to-end implementation of common COTS software onto the Trusted Solaris Platform.
  The TNE already includes such products as Trusted Oracle, and dependent on program requirements may be customized to an environment quickly by the GD TNE team.
Data Diode – Owl Computing Technologies’ One-way Data Diode
 performs a complete communications proxy between the internal and external connections.  The Data Diode is intended for use in either single direction.  The Owl Web Site defines the Diode with the following characteristics.

“The sneaker net transfer mechanism is a natural for Up-Guard or Low Security to High Security Transfer situations. All information, once passed through the Secure DFTS can never leave the secure facility. The physical one-way nature of the Data Diode insures that no administrator, encryption hacker, computer hardware expert, locksmith or untrained employee can move data from the inside network out. “
Additional Guards – Other products exist, and several are certified for use within multi secure networks.  Typically they are only for use between Secret and Unclassified networks.  
NetTop – Running multiple classification levels within a single desktop was a common goal for several government projects.  The NSA released NetTop in 2001, using the VMWare virtual machine software.
  NetTop allows design and implementation of complete OS and software environments on top of virtual hardware.  These environments contain controlled communications interfaces for interactions between security enclaves, and limit potentially harmful network traffic.    A single console may display an unlimited (dependent on physical machine resources, such as RAM) number of VM’s, all at different classification levels.
CDS to MDS –

The GIG
The NSA believes the conversion between CDS and MDS will be complete by 2020 through the Global Information Grid.  The first step, the less risky integration of the first CDS components into the Secret and above networks is already underway.  The NSA expects a completion date of 2006, although there is discussion of slipping two years.
  

Why is this of such importance?  The infrastructure of the GIG includes what the NSA refers to as a “Black Core”.  Within a single domain network, messaging appears in clear text (unless otherwise designed for encryption, such as SSL/TLS).  Routing protocols and most generic network services run on unencrypted links.  This is the reason for guards in the first place.  A black core requires all data encrypted.  The expectation being information from every device may be at any security level, and without the appropriate encryption scheme/keys, it is unavailable to outside observers.  
From a networking perspective this is extraordinarily ambitious, at least for the short term.  Communication with unclassified networks, such as the PSTN, VoIP phones, and conferencing solutions, as well as network services such as DNS, WWW, and routing services (i.e. EGIRP, BGP, OSPF, RIP) all expect clear text packets.  Securing a single network ingress/egress point is reasonable through existing guard technologies and rule sets.  This technique also creates a single point of failure.  
Allowing redundant network access points eliminates connectivity issues, in exchange for distributed operations complexity.  None of the guards are particularly rules centric, where complete communication for all links is adjustable on the fly for new connectivity situations.  Assuming they were, how should a guard exchange network communications information or rules information?  Can these rules operate with the specificity demonstrated within the network and firewall environments?  Would this eliminate the security controls required within the government?  This architecture requires several changes from the government’s side, including certification adjustments.  Typically, rules certification for guards only occurs at initial deployment, and takes approximately four months.  How does a [image: image1.png]7
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constantly changing environment adjust without certified rules?  
As a whole, the NSA expects the GIG    will be the communication environment for the entire Government, including the agencies, military, and services.  In all, the transformation from MLS to CDS to MDS must occur with solutions to the aforementioned problems for a successful venture

MLS Demonstration and Experimentation Proposal
In order to demonstrate the operational benefits of Network Centric Operations, the DoD needs to plan, resource, and implement a series of MLS demonstrations and a large scale experiment(s) to develop the critical processes for exchanging mission critical information across variety of interfaces.  

Using the contract vehicle approach like Diamond Matrix will support full spectrum capabilities through the use of distributed, interactive, real time, constructive, virtual and live synthetic capabilities and architectures which provide an all-source, controlled, repeatable environment.  The DM environment features physics-based engineering and design tools, which can provide operationally relevant and technically credible outcomes.  

The DoD working with Northrop Grumman and its industry partners through DM can construct an MLS environment(s) to provide a “parallel universe” for warfighters, which augments Service training, exercises, proof of concept demonstrations, and mission rehearsal activities.  It will enable the exchange of mission critical information to support the full spectrum kinetic/non-kinetic operations, Joint Munitions Effectiveness Manual (JMEM) development and effects assessment.  It will also provide secure MLS architectures for C2ISR communities (operations, intelligence and acquisition) the means to optimize and integrate selected warfighting capabilities.

























� More information regarding the GIG may be found at � HYPERLINK "http://www.iatf.net" ��http://www.iatf.net�


� � HYPERLINK "http://en.wikipedia.org/wiki/TCSEC" ��http://en.wikipedia.org/wiki/TCSEC�


� For a complete listing of Common Criteria EAL levels, refer to � HYPERLINK "http://en.wikipedia.org/wiki/Common_Criteria" ��http://en.wikipedia.org/wiki/Common_Criteria�


� � HYPERLINK "http://www.nsa.gov/selinux/" ��http://www.nsa.gov/selinux/�


� This lag may be greater if the EAL level surpasses the internationally agreed definitions for 4 and below due to facility scheduling.  Any submission higher than EAL 4 must be evaluated directly by the NSA, and is not transferable outside the US.


� � HYPERLINK "http://www.rl.af.mil/tech/programs/isse/star10.html" ��http://www.rl.af.mil/tech/programs/isse/star10.html�


� � HYPERLINK "http://www.gd-ais.com/Capabilities/Productpages/TNE.htm" ��http://www.gd-ais.com/Capabilities/Productpages/TNE.htm�


� � HYPERLINK "http://www.datadiode.com" ��http://www.datadiode.com� or � HYPERLINK "http://www.owlcti.com/news10-00.htm" ��http://www.owlcti.com/news10-00.htm�


� � HYPERLINK "http://www.vmware.com/news/releases/nsa_pr.html" ��http://www.vmware.com/news/releases/nsa_pr.html� or � HYPERLINK "http://www.nsa.gov/techtrans/techt00011.cfm" ��http://www.nsa.gov/techtrans/techt00011.cfm�





� � HYPERLINK "http://www.iatf.net" ��http://www.iatf.net�





